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  摘 要:血常规参数直接反映了机体血液系统的关键生理和病理状态,具有检测简便、高效、蕴含信息量大

等特点。随着人工智能(AI)技术的迅猛发展,机器学习和深度学习在医学数据分析及部分影像识别中的应用

为深度挖掘血常规参数的临床价值开辟了新途径。该文综述了基于血常规参数的AI诊断模型构建与临床应

用研究进展,涵盖线性模型、树模型/集成学习、支持向量机和神经网络等方法,通过整合血常规参数和其他临

床数据,可构建用于疾病筛查、诊断与风险预测的高效模型,在恶性肿瘤、感染性疾病及良性非感染性疾病的早

期识别、预后与转归判断方面展现出应用价值。然而,AI模型的构建和应用仍面临数据隐私和安全性、模型泛

化能力及临床整合等挑战。未来需进一步推动多中心前瞻性研究、完善方法学规范,并加强与临床信息系统的

深度融合,以促进AI技术在医疗领域的规模化与规范化应用。
关键词:血常规参数; 人工智能; 疾病诊断; 风险预测; 深度学习

中图法分类号:R446.11;TP181 文献标志码:A 文章编号:1672-9455(2025)24-3328-07

Advances
 

in
 

the
 

clinical
 

applications
 

of
 

artificial-intelligence
 

disease
 

models
 

based
 

on
 

complete
 

blood
 

count
 

parameters*

CHEN
 

Xiaoling1,CAO
 

Ke2,CUI
 

Shengjin1,LIU
 

Yongtang1,LUO
 

Xiaojuan2△

1.Department
 

of
 

Laboratory
 

Medicine,the
 

University
 

of
 

Hong
 

Kong-Shenzhen
 

Hospital,
Shenzhen,Guangdong

 

518000,China;2.Department
 

of
 

Laboratory
 

Medicine,Shenzhen
 

Children's
 

Hospital,Shenzhen,Guangdong
 

518038,China
Abstract:Complete

 

blood
 

count
  

parameters
 

directly
 

reflect
 

key
 

physiological
 

and
 

pathological
 

states
 

of
 

the
 

hematologic
 

system
 

and
 

are
 

characterized
 

by
 

simplicity,high
 

efficiency
  

and
 

rich
 

information
 

content.The
 

rapid
 

advancement
 

of
 

artificial
 

intelligence
 

(AI),particularly
 

in
 

machine
 

learning
 

and
 

deep
 

learning
 

as
 

applied
 

to
 

medical
 

data
 

analysis
 

and
 

image
 

recognition,has
 

opened
 

new
 

avenues
 

for
 

the
 

in-depth
 

exploration
 

of
 

the
 

clini-
cal

 

value
 

of
 

complete
 

blood
 

count
 

parameters.This
 

article
 

reviews
 

recent
 

advances
 

in
 

the
 

development
 

and
 

clinical
 

application
 

of
 

AI
 

diagnostic
 

models
 

based
 

on
 

complete
 

blood
 

count
 

parameters.Methods
 

including
 

line-
ar

 

models,tree-based/ensemble
 

learning,support
 

vector
 

machines
  

and
 

neural
 

networks
 

are
 

covered.By
 

in-
tegrating

 

complete
 

blood
 

count
 

parameters
 

with
 

other
 

clinical
 

data,efficient
 

models
 

can
 

be
 

developed
 

for
 

dis-
ease

 

screening,diagnosis
 

and
 

risk
 

prediction.These
 

models
 

have
 

demonstrated
 

application
 

value
 

in
 

early
 

detec-
tion,prognosis

 

assessment,and
 

outcome
 

prediction
 

for
 

malignancies,infectious
 

diseases
  

and
 

benign
 

non-infec-
tious

 

conditions.However,the
 

development
 

and
 

application
 

of
 

AI
 

models
 

are
 

still
 

confronted
 

with
 

challenges
 

related
 

to
 

data
 

privacy
 

and
 

security,model
 

generalizability
  

and
 

clinical
 

integration.Future
 

efforts
 

should
 

priori-
tize

 

multicenter
 

prospective
 

studies,refined
 

methodological
 

standards,and
 

deeper
 

integration
 

with
 

clinical
 

in-
formation

 

systems
 

to
 

facilitate
 

the
 

scalable
 

and
 

standardized
 

application
 

of
 

AI
 

in
 

healthcare.
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  血常规(CBC)检测是临床诊断的重要工具,其参

数反映机体功能状态,具有广泛的临床应用价值。
CBC是常见的实验室检测项目之一,可提供患者健康

状况信息并揭示潜在疾病风险。其主要参数包括红

细胞计数(RBC)、白细胞计数(WBC)、血小板计数

(PLT)等,这些指标对疾病的诊断和预后评估具有重

要意义。RBC和血红蛋白(Hb)可评估贫血情况,
WBC提示感染或炎症情况,PLT及其形态学参数与
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多种疾病相关[1-3]。
近年来,随着医学技术的发展,人工智能(AI)特

别是机器学习与深度学习技术,逐渐应用于CBC数

据的分析与解读。AI能处理大量医疗数据,识别潜

在模式,帮助医生做出更准确的诊断。例如,研究发

现CBC中的中性粒细胞与淋巴细胞比值(NLR)和血

小板与淋巴细胞比值(PLR)在某些疾病的早期识别

和预测中具有重要的临床价值[4-5]。这种结合传统检

测与现代数据分析的方法,提高了对疾病识别的准确

性,为临床决策提供了科学依据。
CBC参数与AI模型结合,可实现疾病的早期筛

查、精准诊断和风险预测,提升临床决策的效率。例

如,研究发现将 NLR与其他CBC参数结合使用,可
更有效识别高风险急性缺血性脑卒中患者,以便及时

干预[6]。此外,AI技术还可帮助挖掘新型生物标志

物,拓展CBC检测的临床应用潜力[7-8]。
尽管基于CBC参数的 AI模型在临床中展现出

巨大潜力,但仍面临数据质量问题、可解释性和适用

性等挑战。未来,随着技术进步,这些模型有望在疾

病筛查、诊断和管理中发挥更重要作用。本研究旨在

总结其研究进展,分析临床应用现状及挑战,探讨未

来发展趋势。
1 基于CBC参数的AI模型构建方法

1.1 CBC参数的选择与预处理 CBC检测是常用的

医学检查,涉及重要的血液参数,选择合适的参数对

AI模型构建至关重要。数据预处理包括缺失值处

理、异常值检测及标准化,以确保模型输入数据质

量[9]。特征工程策略是构建高效模型的关键,包括特

征选择和降维技术。这些方法提升模型的可解释性

和预测性能,如在急性呼吸道感染研究中,通过机器

学习从CBC参数中提取特征,提高预测准确性[10]。
1.2 算法选择与优化 常用的机器学习算法包括:
传统算法、集成学习和深度学习。其中传统算法包括

Logistic回归和支持向量机(SVM)等;集成学习包括

随机森林(RF)、分布式实现的随机森林(DRF)、梯度

提升(GB)、梯度提升决策树(GBDT)和极端梯度提升

(XGBoost)等;深度学习包括深度神经网络(DNN)、
卷积神经网络(CNN)和循环神经网络(RNN)等[11]。
研究表明,RF在处理高维特征数据时表现出良好的

性能,同时具备较快的训练速度[12];GBDT具有较强

的非线性关系建模能力[13],例如,在癫痫发作预测研

究中,研究团队利用GBDT对脑电图(EEG)信号的非

线性特征(如近似熵、样本熵等)进行建模分析,结果

表明该方法能够有效区分癫痫发作前与正常状态下

的EEG模式,分类准确率超过91%,验证了其在生物

医学信号中识别复杂非线性模式的有效性[14]。相比

之下,深度学习模型具备自动提取多层次特征的能

力,可显著降低对人工特征工程的依赖,从而提升诊

断或分类任务的准确性[15]。例如,CNN在脑卒中患

者的识别中实现了高达91%的分类准确率[16]。此

外,通过融合多模态数据,深度学习模型能够进一步

挖掘潜在的数据关联与模式,增强预测性能[17]。综上

所述,不同类型的机器学习算法在准确性、计算效率

及使用场景方面各具优势,应根据具体临床需求和数

据特性选择最适宜的模型。
2 基于CBC参数的AI疾病模型临床应用现状

2.1 基于CBC参数的AI模型在恶性血液病中的应

用 恶性血液病诊断依赖多种检查,但欠发达地区因

技术有限,CBC和血涂片仍是主要的初筛方法,其诊

断结果易受检验人员经验水平的影响。将AI技术与

CBC及生化、临床数据结合,可提升诊断准确性与

效率。
及时准确地诊断急性淋巴细胞白血病(ALL)、急

性髓 系 白 血 病(AML)和 急 性 早 幼 粒 细 胞 白 血 病

(APL)对于此类疾病的治疗和预防早期死亡至关重

要。传统方法的准确率约为70%[18]。为提高准确

率,近年来,ALCAZER等[18]开发的基于XGBoost的

模型整合了1
 

410例患者数据,准确率在不同亚型的

诊断中达86.3%~99.7%。该模型结合CBC参数,
采用沙普利加性解释(SHAP)机制,提升了临床可接

受度,并提出双重阈值策略以降低误诊率。与传统方

法相比,AI模型在 APL诊断中表现突出,曲线下面

积(AUC)达0.97,但未纳入罕见亚型[18]。该研究数

据来自法国6个医疗中心,整体缺失率较低,训练集

与测试集评估结果显示,诊断 APL、ALL、AML的

AUC分别为0.97、0.90、0.89。设定置信阈值后,
ALL和APL的错误率分别为0.14%和0.28%。但

该研究依赖常规实验室参数,未整合遗传学指标,可
能影响分子亚型的鉴别力。基于CBC参数的 AI诊

断模型有望通过引入遗传信息和多组学数据进一步

优化白血病分类性能,并扩大验证范围,以提升全球

适用性。
多发性骨髓瘤(MM)是一种由浆细胞异常增殖引

起的恶性肿瘤,可能导致多种并发症[19]。YAN等[20]

通过GBDT、SVM、DNN和RF算法整合4
 

187份血

液和生化检查记录,开发了一个高精度的 MM辅助诊

断模型。该模型在 MM风险评估中表现优异,能够提

升早期诊断率,优化资源分配,其中GBDT模型最优,
其诊断准确率为92.9%,召回率为90.0%,F1分数

0.915,AUC为0.975,显示出良好的内部性能。该模

型适用于社区医院和基层医疗机构,有助于推动个体

化诊断路径的建立。然而,研究数据仅来自单一医疗

中心,可能存在选择偏倚,且未整合其他关键指标,数
据维度有限。基于CBC参数的AI模型为 MM 的早

期筛查提供了新思路,随着技术进步和多学科协作,
此类模型有望成为 MM个体化诊疗的重要组成部分。
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慢性淋巴细胞性白血病(CLL)是常见的白血病

亚型,特征为小型成熟淋巴细胞在血液和骨髓中积

聚,占所有白血病的25%~30%[21]。PADMANAB-
HAN等[22]利用CBC参数研究CLL相关的免疫功能

障碍,构建了分类模型,准确率为97.05%~98.62%。
这些成果为 AI疾病模型的临床应用提供了技术基

础,特别是在资源有限的地区,帮助医生更快识别

CLL患者,提高医疗资源利用效率。该研究证实了基

于CBC参数的AI模型在资源受限场景的潜力,但需

通过跨中心、大样本验证,动态更新机制和人机协同

设计,突破落地瓶颈,实现从数据采集到模型应用的

全链条支持。
AI模型在恶性血液病中的应用提升了诊断效率

和准确性,尤其在资源有限地区展现出重要价值。基

于CBC的模型可快速筛查高危患者,增强了模型的

可解释性。然而,当前存在数据局限性和技术瓶颈,
如单一中心偏倚和动态更新不足。未来应整合多模态

数据,进行跨中心验证,并开发适合基层的轻量化工具,
以推动AI技术的应用和发展。AI模型的应用不仅能

缩短诊断时间,降低医疗成本,还有助于促进医疗服务

的公平性,但需解决数据隐私和算法偏见问题。
2.2 基于CBC参数的AI模型在恶性实体肿瘤中的

应用 恶性实体肿瘤的传统诊断依赖于临床表现、影
像学检查、实验室检测和病理活检,但这些方法主观

性强、灵敏度不高。近年来,AI技术通过多模态数据

融合显著提升了诊断效果。
 

卵巢癌早期诊断尤为困难,传统生物标志物,如
糖类抗原(CA)125的灵敏度和特异度有限[23]。CAI
等[24]开发了基于多准则决策、多分类器融合(MCF)
的风险预测框架,整合了20个AI分类模型的预测结

果,利用CBC和生化指标等数据构建卵巢癌诊断模

型。模型在内部和外部验证中表现良好,AUC为

0.882~0.949,显著优于传统指标[25]。该研究团队进

一步将模型开发为在线预测工具,为临床提供低成

本、高精度的辅助诊断手段,尤其适用于资源有限地

区。未来,模型的应用范围有望通过纳入罕见病理亚

型数据进一步扩大。基于CBC参数的 AI模型在卵

巢癌诊断中展现出巨大潜力,适用于多种其他类型肿

瘤,但需进一步验证其跨癌种的适应性。AI模型的

实时更新和部署为在线工具有助于推动个性化医疗,
但在可解释性和临床落地方面仍需加强。

肺腺癌是最常见的肺癌亚型,其进展机制复杂,
临床评估浸润程度对治疗决策至关重要[26-27]。近年

来,AI模型结合CBC参数在肺腺癌领域逐渐受到关

注。一项研究对202例肺腺癌患者进行回顾性分析,
筛选独立影响因素并建立回归模型,采用8种机器学

习算法(包括岭回归、LASSO回归、神经网络等)构建

诊断模型,并使用 AUC评估模型性能[28]。结果显

示,尿素水平升高、嗜碱性粒细胞百分比(BA%)升高

和清蛋白(ALB)水平降低是独立危险因素。用岭回

归算法结合尿素、纤维蛋白原、ALB、BA%、前清蛋白

和癌胚抗原(CEA)这6个指标时表现最佳,AUC可

达0.744,优于联合6种肿瘤标志物(CEA、细胞角蛋

白19片段、鳞状细胞癌抗原、神经元特异性烯醇化

酶、CA125 和 胃 泌 素 释 放 肽 前 体)的 诊 断 模 型

(AUC=0.624)。这表明基于CBC参数的AI模型能

更全面评估肺腺癌浸润程度,为临床提供非侵入性、
低成本的辅助工具。尽管现有研究存在样本量有限

和回顾性设计带来的偏倚风险,但该模型在恶性实体

瘤中的初步应用展示了潜在的创新价值。未来通过

多中心、前瞻性研究验证和整合影像学或基因组数据

有望提升诊断精度,并推动个性化医疗发展。
恶性肿瘤术后复发与5年生存率的评估主要依

赖影像学检查、肿瘤标志物监测和病理活检,但这些

方法存在滞后性、特异度低和侵入性风险等局限。AI
技术通过多模态数据融合与动态建模,有望突破这些

传统瓶颈。胃癌作为全球第5大常见癌症,占癌症总

病例的5.6%,其异质性本质凸显了个性化医疗的重

要性[29-30]。在胃癌领域,KUWAYAMA等[31]回顾性

分析了2007—2016年1
 

687例接受手术治疗的胃癌

患者的数据,整合了PLT、Hb、平均红细胞血红蛋白

浓度(MCHC)、红细胞分布宽度、平均红细胞血红蛋

白量(MCH)、血细胞比容、RBC、平均血小板体积

(MPV)等CBC参数,以及生化指标和肿瘤标志物共

35项临床病理参数。采用Logistic回归、RF、GB和

DNN等机器学习算法,筛选关键变量以预测5年总

生存率和5年无复发生存率。通过特征重要性排序、
k中心点算法聚类和t-分布随机邻域嵌入可视化,该
模型实现了患者分层,突破了TNM 分期的局限。研

究表明,在5年总生存率预测中,DNN的准确率最高

(76.9%),GB的AUC表现最优(0.73);在5年无复

发生存率预测中,Logistic回归准确率最高(85.5%),
RF的AUC表现最优(0.721)[31]。该模型虽并未优

于TNM分期的整体判别力,但能在同一期别内识别

预后差异,为个体化风险评估提供补充。未来,AI模

型需转向前瞻性验证,解决数据异构性、算法透明性

和临床整合度等问题,并探索医保政策支持及多中心

试验,以验证临床获益。
基于CBC参数的 AI模型在恶性实体肿瘤中主

要用于诊断和预后预测。通过融合多模态数据与机

器学习算法,模型性能显著提升,优于传统方法。这

些模型能识别独立影响因素,实现患者分层和个性化

风险预测,并推动临床应用。然而,目前研究多基于

回顾性数据,样本量有限,未来需通过多中心前瞻性

研究验证其泛化能力,并整合影像学或基因组数据以

提升精度,同时解决数据异构性和算法透明性等挑
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战。随着相关技术的持续发展与完善,未来机器学习

有望在肿瘤医学中扮演更为重要的角色,推动精准医

疗的实现[32]。
2.3 基于CBC参数的AI模型在感染性疾病中的应

用 感染性疾病的早期诊断与风险评估是临床医学

的重要环节。近年来,基于CBC参数的AI模型在这

方面显示出巨大的潜力。研究表明,AI可以通过分

析患者的CBC参数快速识别感染高风险患者,例如:
流行性感冒(流感)患儿,尤其是高危群体,因症状不

典型且传统检测方法复杂、耗时,对其的早期诊断面

临挑战[33]。AI技术可通过整合CBC参数与其他临

床数据,快速构建辅助诊断模型。葛小玲等[34]利用

2013—2020年复旦大学附属儿科医院63
 

101例流感

病毒阳性患儿的CBC参数(包括单核细胞百分比、嗜
酸性粒细胞绝对值、PLT和 WBC等)构建了儿童流

感辅助鉴别诊断模型。该研究采用十折交叉验证以

降低过度拟合风险,并利用受试者工作特征(ROC)曲
线与AUC评估模型性能。研究对比了Logistic回归

与GBDT 模 型,后 者 在 乙 型 流 感 诊 断 中 AUC 达

0.902,显著优于Logistic回归。该模型设计考虑了

儿科患儿的生理特征,提升了儿童流感的诊断准确

性,并可实时输出辅助诊断结论,缩短确诊时间,支持

早期抗病毒干预。关键指标的预警有助于医师优先

筛查流感,降低漏诊风险。然而,该模型未纳入非流

感病原体进行鉴别,未来可整合更多临床数据以优化

模型效能。值得注意的是,类似思路也已应用于新型

冠状病毒感染与流感的早期鉴别诊断,例如有研究通

过联合单核细胞计数与BA%等参数有效区分2类病

毒性肺炎[35],说明CBC参数在多病毒鉴别中具有广

泛潜力。AI模型结合CBC参数在传染性疾病中的应

用逐步走向临床实用阶段,尤其适用于医疗资源受限

地区或儿童等特殊人群。
肺结核的诊断传统上依赖痰涂片镜检和结核分

枝杆菌培养,但这些方法存在灵敏度低、检测周期长

等局限性[36]。为寻找更高效的筛查手段,黄莺等[37]

收集了469例肺结核患者和506例健康对照者,结合

MPV、血小板分布宽度、RBC等10项关键非共线性

CBC指标,通过LASSO回归分析筛选指标。训练集

与测试集按3∶1比例分割,采用5倍交叉验证调参,
系统性比较了DRF、GB、广义线性模型等传统/集成

方法,并以若干深度学习模型作为对照,发现DRF表

现最佳(测试集 AUC=0.8474)。该研究通过LAS-
SO回归降维+DRF算法创新性地将CBC数据转化

为结核病筛查工具,虽具有高灵敏度和低成本优势,
然而特异度不高及泛化能力缺陷成为其临床推广的

主要障碍。未来需通过扩大样本量并探索与其他快

速检测技术的联合应用策略。在肺结核诊断中,AI
更常与影像学结合应用,且准确率更高。例如,利用

胸部X射线和CT图像结合深度学习算法进行检测,
准确率为93.5%~98.0%[38-39]。这些进展显示了AI
模型在传染病筛查中的高效性和可扩展性。

脓毒症作为全球公共卫生的重大挑战,其高病死

率与诊断延迟密切相关[40]。传统诊断方法依赖临床

症状和生化指标[如序贯器官衰竭评估(SOFA)评
分],但存在主观性强、时效性差等局限[41]。近年来,
AI技术通过挖掘CBC参数等易获取数据,为脓毒症

的早期预测和分层管理提供了新方向。谢政等[42]基

于 MIMIC-IV
 

v2.0数据库,筛选3
 

295例符合脓毒症

3标准的脓毒性休克患者,通过三重特征筛选机制

(LASSO回归、RF和XGBoost交叉验证)系统筛选

出16个关键预测变量,包括入住重症监护室24
 

h内

的最低Hb、最低 WBC和最高 WBC等CBC参数,以
及并发症、人口学特征和基础生命体征。基于这些变

量构建的Logistic回归模型在预测28
 

d死亡风险方

面表现出色(AUC=0.806),显著优于传统SOFA评

分(AUC=0.625)。谢政等[42]还探索了集成分类回

归树、RF和XGBoost的超级学习器(SL)算法应用于

脓毒性休克预测,虽其 AUC(0.756)未超过单一算

法,但为多模型融合提供了新思路。此外,该研究通

过决策曲线分析证明模型在特定阈值下具有临床净

获益,可用于高危患者的分层管理。
总体而言,AI与CBC参数结合,在感染性疾病的

早期诊断和风险评估领域已经展现出巨大的变革潜

力,其研究正从理论验证逐步走向临床实用阶段。尽

管在特异性、泛化能力和临床整合方面仍面临挑战,
但通过多中心合作、多数据整合和持续的技术优化,
这类模型有望成为未来临床医师手中强大的辅助工

具,为实现传染病的早诊早治、优化医疗资源分配提

供关键支持。
2.4 基于CBC参数的AI模型在良性非感染性疾病

中的应用 AI在重大疾病诊断中正推动精准医疗范

式革新。以心血管病(CVD)、系统性红斑狼疮(SLE)
和糖尿病(DM)为代表的复杂疾病诊疗过程中,通过

机器学习算法与CBC参数的多维度融合,展现出突

破性进展。
在CVD诊断方面,WANG等[43]分析了25

 

794
例健康人和32

 

822例CVD患者的22项CBC参数和

28项生化检测数据,涵盖了69种心血管亚型,数据量

充足且疾病谱系广。研究构建了LR、RF、SVM、XG-
Boost和DNN

 

5种模型,并使用 AUC、准确率、灵敏

度等指标对模型性能进行评估,同时通过SHAP算法

解释特征的贡献。该研究较早地使用常规CBC参数

和生化指标(非影像/基因等高成本数据)构建CVD
筛查模型,这一方法有效突破了传统诊断的成本瓶

颈。研究还构建了亚型分层模型,如扩张型心肌病鉴

别模型(AUC=0.926
 

7),表明常规数据能够区分疾
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病亚型。XGBoost模型AUC达0.992
 

1,优于频谱组

织多普勒测量的E/e'指数[44],适合资源匮乏地区开

展大规模筛查,助力早期干预。研究还发现代谢指标

(如胆红素、血糖)与心血管健康存在显著关联,提示

调节代谢通路可能预防或延缓CVD的进展。该模型

提供了一套易于在基层医疗机构实施的快速筛查方

案,帮助减少高成本检查并缩短确诊时间,同时可辅

助制订个体化治疗方案。未来,需通过多中心研究验

证其普适性,并探索与电子病历系统的整合应用。
在自身免疫性疾病领域,增殖性狼疮肾炎(PLN)

是SLE患者中常见的严重器官损害形式,与高病死率

和肾衰竭相关[45]。YANG等[46]收集了2011—2021
年在四川大学华西医院确诊的780例PLN与非增殖

性狼疮肾炎患者的数据,按7∶3比例分为训练队列

和测试队列。在训练队列中,构建了9种不同类型的

机器学习模型并进行优化,以识别重要的预测因子,
结合 WBC和其他指标,模型可准确识别PLN。对这

9种机器模型进行比较发现,RF预测性能最优,AUC
达0.880,显示出高度区分PLN风险的能力,为临床

决策带来最大的净收益。Logistic回归模型在预测概

率与实际风险吻合度中表现最优。该研究的创新之

处在于比较不同算法的模型,并综合评估它们的区分

度、校准度和临床实用性,从而为临床决策提供有力

的参考。该研究不仅确认了传统生物标志物在预测

PLN中的关键作用,还发现了一些此前被忽视或存在

争议的指标(如血清氯、中性粒细胞百分比、血清胱抑

素C等)具有重要价值。该研究还为无法接受肾活检

的SLE患者提供了一个可靠的非侵入性诊断替代工

具。然而,由于数据来源为单中心回顾性数据,且仅

采用训练队列和测试队列分割进行验证,这限制了其

在临床中的实际应用价值。未来研究应优先开展多

中心前瞻性验证,以提升模型的稳健性和临床适

用性。
DM是一种慢性代谢性疾病,早期预测对降低发

病风险和减少并发症至关重要[47]。LI等[48]研究分别

收集了1
 

000例DM患者和健康对照者的CBC数据,
建立了XGBoost、RF、SVM 和弹性网络的算法预测

框架,并通过对比发现 XGBoost为最优模型。XG-
Boost模型通过整合 MCHC、淋巴细胞百分比、红细

胞分布宽度的标准差、MCH 和其他临床数据构建的

DM 预 测 模 型,AUC 达99.90%。研 究 团 队 使 用

SHAP算法解析关键预测因子,基于Logistic回归构

建列线图,将模型输出转化为直观的DM 风险评分,
供临床初步筛查使用。该研究系统验证了CBC参数

组合对DM的预测效力,并开发了便于临床使用的风

险评分工具,为基层医疗机构提供了低成本筛查方

案。CBC普及率高,结合在线预测工具,能帮助资源

有限地区实现早期筛查。但需注意此研究外部验证

准确率只有81.54%,提示模型性能尚需提升,未来还

需更大规模、多中心的验证。
总体而言,基于CBC参数的AI模型在良性非感

染性疾病中表现出色,但仍需多中心验证和前瞻性研

究以提升模型的泛化能力和临床适用性。未来,此类

模型可与电子病历系统整合,实现更高效的个体化健

康管理和早期干预。
3 小  结

  综上所述,通过 AI技术,利用CBC参数或联合

其他参数在良恶性疾病诊断、感染性疾病诊断、疾病

预后和转归的建模应用中均展现出巨大的潜力。通

过结合CBC参数和其他临床参数,AI能够构建准确

的诊断或预测模型,提高诊断、预后和转归判断的准

确性和效率,实现更早期诊断、降低疾病诊断成本。
未来,AI的应用有望更加广泛,然而,AI模型的构建

和应用仍面临数据隐私和安全性、模型泛化能力不

足,以及对临床医师的依赖性高等问题[49]。未来的研

究需要关注以下几个方向:(1)提高AI模型的泛化能

力和鲁棒性;(2)加强数据隐私和安全性的保护;(3)
打通不同部门之间的数据壁垒;(4)加强AI技术与临

床实践的结合;(5)开展多模态、多中心的模型构建、
验证及转化应用研究。
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